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Abstract

In human behavior analysis, the Visual Focus Of Attention (VFOA) of a per-
son is a very important cue. VFOA detection is difficult, though, especially
in a unconstrained and crowded environment, typical of video surveillance
scenarios. In this paper, we estimate the VFOA by defining the Subjec-
tive View Frustum, which approximates the visual field of a person in a 3D
representation of the scene. This opens up to several intriguing behavioral
investigations. In particular, we propose the Inter-Relation Pattern Matrix,
that suggests possible social interactions between the people present in a
scene. Theoretical justifications and experimental results substantiate the
validity and the goodness of the analysis performed.

Keywords: Social Signaling, Visual Focus of Attention, Social
Interactions, Tracking, Head Pose Estimation

1. Introduction

The automatic recognition of human activities in video recordings is
undoubtedly one of the main challenges for a surveillance system. This
is usually accomplished using a serial architecture built upon an array of
techniques aimed at extracting low-level information including, for instance,
foreground/background segmentation (Benezeth et al., 2008) and object
tracking (Fuentes and Velastin, 2006). After these early processing stages,
high-level analysis methods aim at detecting atomic actions (e.g., gestures)
as well as complex activities (i.e., spatio-temporal structures composed of
atomic actions) (Chellappa et al., 2005), possibly exploiting ontologies for
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ensuring interoperability across different platforms and semantic descrip-
tions understandable to human operators (Francois et al., 2005).

However, these technologies seem to forget that, for human beings, phys-
ical and social space are tightly intertwined and no intelligent monitoring is
possible without taking into account social aspects associated to behaviors
displayed under the eyes of the cameras. This is especially regrettable when
other domains, e.g. Affective Computing (AC) (Picard, 2000) or Social Sig-
nal Processing (SSP) (Vinciarelli et al., 2009), pay significant attention to
social, affective and emotional aspects of human behavior.

In particular, Social Signal Processing aims at developing theories and
algorithms that codify how human beings behave while involved in social
interactions, putting together perspectives from sociology, psychology, and
computer science (Pentland, 2007; Vinciarelli et al., 2009; Pantic et al.,
2009). Here, the main tools for the analysis are the social signals (Vincia-
relli et al., 2009), i.e., temporal co-occurences of social cues (Ambady and
Rosenthal, 1992), that can be basically defined as a set of temporally se-
quenced changes in neuromuscular, neurocognitive, and neurophysiological
activity. Social cues are organized into five categories that are heteroge-
neous, multimodal aspects of a social interplay (Vinciarelli et al., 2009): 1)
physical appearance, 2) gesture and posture, 3) face and eyes behavior, 4)
vocal behavior, and 5) space and environment.

In this paper, we concentrate on the Visual Focus Of Attention (VFOA)
cue (Stiefelhagen et al., 1999; Liu et al., 2007; Smith et al., 2008), that
belongs to the third category, and it is a very important aspect of non
verbal communication; as explained later, we take also into account the
fifth category, usually disregarded by social signaling studies (Cristani et al.,
2010). The VFOA indicates where and what a person is looking at and it
is mainly determined by head pose and eye gaze estimation. In cases where
the scale of the scene does not allow to capture the eye gaze directly, viewing
direction can be reasonably approximated by just measuring the head pose;
this assumption has been exploited in several approaches dealing with a
meeting scenario (Stiefelhagen et al., 1999, 2002; Voit and Stiefelhagen,
2008) or in a smart environment (Smith et al., 2008; Lanz et al., 2009).

Following this claim, and considering a general, unrestricted scenario,
where people can enter, leave, and move freely, we approximate VFOA as
the Subjective View Frustum (SVF), first proposed in (Farenzena et al.,
2009a). This feature represents the three-dimensional (3D) visual field of a
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human subject in the scene. According to biological evidence (Panero and
Zelnik, 1979), the SVF can be modeled as a 3D polyhedron delimiting the
portion of the scene that the subject is looking at (see Figure 1).

Employing the SVF in conjunction with cues of the space and environ-
ment category allows to detect signals of the possible people’s interest, with
respect to both the physical environment (Farenzena et al., 2009a), and
the other participants acting in the scene. More specifically, we propose a
method to statistically infer if a participant is involved in an interactional
exchange. In accordance with cognitive and social signaling studies, it is
highly probable that the interaction takes place when two persons are closer
than 2 meters (Vinciarelli et al., 2009), and looking at each other (Whittaker
et al., 1994; Langton et al., 2000; Jabarin et al., 2003). We assume that
this condition can be reliably inferred by the position and orientation of the
SVFs of the people involved. This information can then be gathered in a
Inter-Relation Pattern Matrix (IRPM), that encodes the social exchanges
occurred between all the participants.

Detecting social relations among people may be useful to instantiate a
more robust definition of group in surveillance applications. Actually, in the
last few years, several applications focused on the group modeling have been
proposed (Mckenna et al., 2000; Marques et al., 2003) and re-identification
(Zheng et al., 2009); in the first application a group is defined following
physically-driven proximity principles, while in the re-identification groups
are assumed to be detected from an external algorithm.

More in general, our proposal is a step forward automatic inference and
analysis of social interactions in general, unconstrained conditions: it is al-
ternative to the paradigm of wearable computing (Pentland, 2000; Choud-
hury and Pentland, 2002), or smart rooms (Waibel et al., 2003). In the
typical non-cooperative video surveillance context or when a huge amount
of data is required, wearable devices are not usable. Moreover, the use of
non-invasive technology makes people more prone to act normally.

Considering the literature (except our first work in (Farenzena et al.,
2009a)), the “subjective” point of view for automated surveillance systems
has been taken into account in (Benfold and Reid, 2009), that takes ideas
from (Robertson and Reid, 2006), and represents therefore the most similar
approach in the literature to ours. In that paper, the goal is to address
the head orientation of low-resolution pedestrians to infer interest regions
in the scene. The difference with respect to our system is that in their case
the gaze orientation was modeled in a continuous way, while we restrict
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to a fixed number of orientations (=4); in addition, in (Benfold and Reid,
2009), interaction analysis was absent, and the subjective point of view was
functional solely on the estimation of interest maps of the scene. This last
point is the most important, distinctive aspect of our work.

The works of (Otsuka et al., 2006) and (Hung et al., 2008) are also close
to ours as they estimate a sort of focus of attention of single individuals.
They are also different from our work since they consider a meeting scenario
that is usually more constrained than a surveillance scenario, and that can
be monitored with higher accuracy. In (Otsuka et al., 2006), the gaze pose
in high-resolution images is estimated to infer inter-personal relations. As
mentioned later, we prefer to perform head pose estimation because eye
gaze is very hard because of the low resolution. This idea is also followed by
(Hung et al., 2008). However, they suppose that the VFOA of each person
is constrained: a person can look only at another person. This assumption
could be invalid in a surveillance scenario, where people can wander around
freely, look at other objects in the environment, be distracted by external
events during a conversation in a group and so on. For this reasons, we left
unconstrained the head pose estimation.

Summarizing, this paper provides two novel contributions. First, we
propose a more accurate estimation of the Subjective View Frustum: in
(Farenzena et al., 2009a), head orientation is estimated by walking tra-
jectory of the person. This is reasonable when he/she is moving in the
scene, but it is not valid in general. We introduce here a more reliable head
orientation classification, employing a multi-class boosting algorithm, oper-
ating on covariance features (Tuzel et al., 2008). Second, we introduce the
Inter-Relation Pattern Matrix, aimed at inferring social interactions among
people in a crowded, general scenario. This work not only fills a gap in
the state of the art of SSP aimed at understanding social interactions, but
also represents a novel research opportunity, alternative to the scenarios
considered so far in socially-aware technologies, where automatic analysis
techniques for the spatial organization of social encounters are taken into
account.

The rest of the paper is organized as follows. In Sec. 2, the main tech-
niques for estimating the VFOA in absence of gaze information and the
methods for head pose estimation are reviewed. In Sec. 3, the building pro-
cess of our SVF estimation method is described, sketching all the involved
processing steps. In Sec. 4, the Inter-Relation Pattern Matrix description
is reported. Therefore, in Sec. 5, experiments on home-made and public
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datasets are illustrated, and, finally, in Sec. 6, conclusions are drawn to-
gether with possible future developments of the work.

2. State of the art

It is well known that a person’s VFOA is determined by his eye gaze.
Since objects are foveated for visual acuity, gaze direction generally provides
more precise information than other bodily cues regarding the spatial local-
ization of ones attentional focus. A detailed overview of gaze-based VFOA
detection in meeting scenarios is presented in (Ba and marc Odobez, 2006).
However, measuring the VFOA by using eye gaze is often difficult or impos-
sible: either the movement of the subject is constrained or high-resolution
images of the eyes are required, which may not be practical (Matsumoto
et al., 2002; Smith et al., 2003), and several approximations are considered
in many cases. For example, in (Stiefelhagen et al., 1999), it is claimed that
the VFOA can be reasonably inferred by head pose in many cases. Following
the same assumption, in (Smith et al., 2008) pan and tilt parameters of the
head are estimated, and the VFOA is represented as a vector normal to the
person’s face. It is employed to infer whether a walking person is focused
on an advertisement located on a vertical glass or not. Since the situation is
very constrained, this proposed VFOA model works pretty well; anyway, as
observed by the authors themselves, a more complex model, that considers
camera position, people’s position and scene structure, is required in a more
general situation. The same considerations hold for the work presented in
(Liu et al., 2007), where Active Appearance Models are fit on the face of
the person in order to discover which portion of a mall-shelf is observed.

In (Lablack and Djeraba, 2008), the visual field is modeled as a tetra-
hedron associated with a head pose detector. However, their model fixes
the depth of the visual field, and this is quite unrealistic. Our SVF models
the visual field as well, but in our case, owing to the 3D environment in
which the SVF lives, we let the SVF be bounded by the structure of the
scene, which is more reasonable. Moreover, our formulation is not restricted
to controlled environments, but it can be employed to analyze any generic
scene.

Our proposal extends the work done in Farenzena et al. (2009b), which
is the first promoting the use of the visual focus of attention for interaction
modeling in a Computer Vision context.

Head Pose Estimation. Head orientation estimation is an important Com-
puter Vision application. Numerous and different are the approaches present
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in the literature; a recent review has been proposed by (Murphy-Chutorian
and Trivedi, 2009), where a performance analysis of different methods are
presented, and a list of the commonly used dataset for head pose estima-
tion is shown. Moreover, CLEAR workshops are important events for the
head pose estimation community, and several important approaches can be
found in the related proceedings (Stiefelhagen and Garofolo, 2007; Stiefel-
hagen et al., 2008). The main differences between these technique and the
proposed head pose estimation method are: 1) Most of the them are multi-
view, whereas our approach works also with a single image. 2) The train-
ing set we used has very low-resolution images (20 × 20); CLEAR dataset
contains 60× 60 images. In such low resolution, we had to cast the classifi-
cation problem to few classes (without continuous pose values). 3) Most of
the methods in CLEAR proceedings perform also head pose tracking. Our
method can be also used with still images.

In the multi-faceted realm of the classification approaches, boosting-
based techniques play a primary role (Li et al., 2002; Viola and Jones, 2001;
Huang et al., 2005; Wu et al., 2004; Li and Zhang, 2004; Tuzel et al., 2008;
Wu and Nevatia, 2008; Paisitkriangkrai et al., 2008). Boosting (Freund and
Schapire, 1997; Schapire and Singer, 1999; Friedman et al., 2000) is a re-
markable, highly customizable way to create strong and fast classifiers, em-
ploying various features fed into diverse architectures with ad-hoc policies.
Among the different features exploited for boosting in surveillance applica-
tions (see (Wu and Nevatia, 2009) for an updated list), covariance features
(Tuzel et al., 2006) have been exploited as powerful descriptors of pedestri-
ans (Tuzel et al., 2008; Wu and Nevatia, 2008), and their effectiveness has
been explicitly investigated in a comparative study (Paisitkriangkrai et al.,
2008). When injected in boosting systems (Tuzel et al., 2008; Wu and Neva-
tia, 2008; Paisitkriangkrai et al., 2008), covariances provide strong detection
performances, encapsulating possible high intra-class variances (due to pose
and view changes of an object of interest). They are in general stable under
noise, and furnish an elegant way to fuse multiple low-level features as, in
fact, they intrinsically exploit possible inter-feature dependencies.

In (Tuzel et al., 2008), the use of covariance matrix descriptors is tailored
for pedestrian detection. In the learning step, given a set of pedestrian and
background images, LogitBoost was used for both a greedy estimation of a
set of image patches that generate most discriminative covariances matrices
among a set of different sizes and positions, and for classifying the images
patches themselves, i.e., as feature selection and classification method at the
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same time. The same reasoning, i.e., using boosting for feature selection
and classification, has been applied to other approaches in the literature,
as for example in (Wu and Nevatia, 2009; Chen et al., 2009). Recently, the
use of regression trees (Breiman et al., 1984) as weak classifiers has been
promoted, showing great performances with strong noise.

3. Subjective View Frustum Estimation

The Subjective View Frustum (SVF) is defined as the polyhedron D
depicted in Figure 1. It is composed by three planes that delimit the angles
of view on the left, right and top sides, in such a way that the angle span
is 120◦ in both directions. The 3D coordinates of the points corresponding
to the head and feet of a subject are obtained from a multi-target tracker,
while the SVF orientation is obtained by an head pose detector (see below).
Our system is therefore composed by four modules operating in cascade.

Figure 1: Left: the SVF model. Center: an example of SVF inside a 3D “box” scene. In
red, the surveillance camera position: the SVF orientation is estimated with respect to
the principal axes of the camera. Right: the same SVF delimited by the scene constraints
(in solid blue).

First, the camera is calibrated and a (rough) 3D model of the scene is
constructed. Second, a multi-target tracker detects the people position in
each frame, and this data is used to guide the head pose detector. Finally, all
the information is used to estimate the SVF. Each single module is detailed
in the following.

3.1. 3D Scene Estimation

We suppose that the camera monitoring the area is fully calibrated. For
convenience, the world reference system is put on the ground plane, with
the z-axis pointing upwards. This permits to obtain the 3D coordinates of
a point in the image if the elevation from the ground plane is known.
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Therefore, a rough reconstruction of the area, made up of the principal
planes present in the scene, can be carried out, see an example in Figure
1. This operation requires very little effort. In principle, a more detailed
3D map can be considered, if for example a CAD model of the scene is
available or if a Structure-from-Motion algorithm (Farenzena et al., 2008;
Snavely et al., 2006) is applied. The choice depends on which level of detail
one is willing to gather from the SVF applications.

3.2. Tracking

Multi-target tracking has been well investigated in literature. In this
work, we use a well-known method called Hybrid Joint-Separable (HJS)
filter (Lanz, 2006), because it deals with severe occlusions. It is essentially
a multi-hypothesis particle filtering approach, able to sample in an efficient
way the joint state space of the targets.

From a Bayesian perspective, the single object tracking problem aims at
recursively calculating the posterior distribution p(xt|z1:t), where xt is the
current state of the target (e.g., its position), zt is the current measurement
or observation (e.g., the current frame), and x1:t and z1:t are the states and
the measurements up to time t, respectively:

p(xt|z1:t) ∝ p(zt|xt)
∫
p(xt|xt−1)p(xt−1|z1:t−1)dxt−1. (1)

This recursive formulation is fully specified by an initial distribution p(x0),
the dynamical model p(xt|xt−1), and the observation model p(zt|xt). Parti-
cle filtering approximates the posterior distribution by a set of N weighted
particles, i.e., {(x(n)t , w

(n)
t )}Nn=1; a large weight w

(n)
t ∝ p(zt|x(n)t ) mirrors a

state x
(n)
t with high posterior probability. Thus, particle filtering consists

in generating new hypothesis according to p(xt|xt−1) and evaluating their
likelihood p(zt|xt).

HJS filter is an extension of this framework for multiple targets. It
adopts the approximation p(xt|z1:t)≈

∏
k p(x

k
t |z1:t), that is, the joint pos-

terior xt = {x1t , x2t , . . . , xKt } could be approximated via the product of its
marginal components (k indexes the individual targets). The dynamics and
the observation models of HJS are marginalized out as follows:

p(xkt |xkt−1) =

∫
p(xt|xt−1)p(x¬kt−1|z1:t−1)dx¬kt−1:t (2)

p(zt|xkt ) =

∫
p(zt|xt)p(x¬kt |z1:t−1)dx¬kt (3)
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where ¬k means all the targets but the kth. These equations encode an
intuitive strategy: the dynamics and the observation models of the kth
target lie upon the consideration of a joint dynamical model p(xt|xt−1) ≈
p(xt)

∏
k q(x

k
t |xkt−1) and p(zt|xt), respectivelly. The joint distribution p(xt)

avoids that multiple targets with single motion q(xkt |xkt−1) collapse in a sin-
gle location. Please note that p(xkt |xkt−1) is different from q(xkt |xkt−1), since
that q(xkt |xkt−1) does not take into account the interactions between targets,
whereas p(xkt |xkt−1) does it because it is integrated over x¬kt−1:t. The joint ob-
servation model considers that the visual appearance of a single target may
be occluded by another object simulating a z-buffer. The two models are
weighted by posterior distributions that essentially promote trusted joint
objects configurations (not considering the kth object). For more details
about how to compute Eq. 1, 2 and 3, the HJS algorithm and the features
used for tracking, readers may refer to the original paper (Lanz, 2006).

3.3. Head Orientation Estimation

The tracker provides the location of the head and the feet for each person
in each frame. As for the head approximate position, we define a square
window I of size r × r, where we run a multi-class algorithm that recovers
the head orientation. The size r has been chosen large enough in order to
contain a head, considering the experimental physical environment and the
camera position.

For the multi-class classification, we boost regression trees (Breiman
et al., 1984), because they are the ideal weak learning strategy, since they
can tolerate a significant amount of labeling noise and errors in the training
data (which are very likely in low resolution images). Moreover, they are
very efficient at runtime, since matching a sample against a tree is logarith-
mic in the number of leaves.

From the mathematical point of view, they are an alternative approach
to nonlinear regression. The principle is to sub-divide, or partition, the
space in two smaller regions, where the data distribution is more manage-
able. This partitioning proceeds recursively, as in hierarchical clustering,
until the space is so tame that a simple model can be easily fitted. The
global model thus has two parts: one is just the recursive partition, the
other is a simple model for each cell of the partition. Regression trees
are more powerful than global models, like linear or polynomial regression,
where a single predictive formula is supposed to hold over the entire data
space.
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In order to avoid the risk of overtraining of the regression tree, we es-
tablish as stopping rule a minimal number τ of observations per tree leaf,
experimentally estimated (see Sec. 5).

In our approach, we extract from each image I (r × r pixels), a set
Φ(I, x, y) of dimension r × r × d features where d = 12 and x, y are the
pixel locations. It is composed by:

Φ(I, x, y) =
[
X Y R G B Ix Iy O Gab{0,π/3,π/6,4π/3}

]
. (4)

X, Y represent the spatial layout maps in I, and R,G,B are the color chan-
nels. Ix and Iy are the directional derivatives of I, and O is the gradient
orientation. Finally, Gab is a set of 4 maps containing the results of Gabor
filtering, with filters of dimension 2× 4, sinusoidal frequency 16, and direc-
tions D = {0, π/3, π/6, 4π/3}. In order to increase the robustness to local
illumination variations, we apply the normalization operator introduced in
(Tuzel et al., 2008) before applying the multi-class framework. First, we
estimate the covariance of the image I, denoted as XI . Then, for each
element Xi of the dataset, we apply the following normalization:

X̂i = diag(XI)
− 1

2Xi diag(XI)
− 1

2 , (5)

where X̂i is the normalized descriptor, and diag(XI) is a square matrix with
only the diagonal entries of XI .

Our approach takes inspiration from the literature on dense image de-
scriptors (see (Dalal and Triggs, 2005) as an example). We sample the
window I employing an array of NP = 16 uniformly distributed and over-
lapping patches of the same dimension. For each sampled patch locations
inside the r×r region of interest, described by the covariance matrix of a set
of d image features described by the Eq. (4), a multi-class LogitBoost clas-
sifier is trained. Each class represent a different head orientation sampled
according with a fixed sampling step α and from an extra class contain-
ing all the background examples. We experimentally found that α = 90◦

which correspond to the semantic classes North, South, East and West, is
enough for our purposes. At testing time, each patch of a sample window
(Fig. 2) is independently classified. Then, the classification result is given
by a majority criterion across the patches. We name the combination of
this patch description that encodes the local shape and appearance and its
uniformly distributed architecture ARray of COvariances (ARCO, for the
sake of brevity).
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Figure 2: Array of Covariance matrices (ARCO) feature. The image is organized as a
grid of uniformly spaced and overlapping patches. The head orientation result of each
patch is estimated by a multi-class classifier.

More formally, given a set of patches {Pi}i=1,...,NP
, we learn a multi-

class classifier for each patch location {FPi
}i=1,...,NP

through the multi-class
LogitBoost algorithm (Friedman et al., 2000), adapted to work on Rieman-
nian manifolds, as suggested by (Tuzel et al., 2008), that basically means
each covariance matrix must be projected on a proper tangent space (vector
space) of the Riemannian manifold to be classified. Since we deal with a
multi-class classification problem, a common tangent space is chosen where
all the covariances are projected. For computational convenience, the pro-
jection point is the identity matrix Id. Considering the projection form
the mathematical point of view, it is a logarithmic transformation of the
(positive) eigenvalues of a covariance matrix. Therefore, the computational
complexity of each projection is bounded by the eigenvalue decomposition
complexity O(d3). By the fact that d (we recall that d is the number of
image features) is small the projection is a fast operation. All the details of
the projection operation are contained in (Tuzel et al., 2008).

Let ∆j =
∑NP

i=1(FPi
== j) be the number of patches that vote for the

class j ∈ {1, . . . , J}. To assign a class label c to a new image, we fuse the
votes with a majority voting strategy among all the classes:

c = arg max
j
{∆j}, j = 1, . . . , J. (6)

Actually, in our approach, we employ 5 classes named above, i.e., North,
South, East, West, and Background. The first four classes indicate the
four directions related to the camera orientation. The Background class is
introduced to manage the cases where the tracker fails in providing a correct
head position. We are aware that the use of only four directions may lead
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to rough estimates, but it should be considered that the resolution of the
source video data is very poor.

The ARCO representation has several advantages. First, it allows to
take into account different features, inheriting their expressivity and ex-
ploiting possible correlations, by the use of the covariance local descriptor.
In this sense, it could be thought as a compact and powerful integration of
features. Second, due to the use of integral images exploited in the com-
putation of the covariance matrices (Tuzel et al., 2008), ARCO is fast to
compute, making it suitable for a possible real-time usage.

3.4. Subjective View Frustum

The SVF D is computed precisely using Computational Geometry tech-
niques. It can be written as the intersection of three negative half-spaces
defined by their supporting planes of the left, right and top sides of the sub-
ject, respectively. In principle, the SVF is not bounded in depth, modeling
the human capability of focusing possibly on a remote point located at in-
finite distance. However, in practice, the SVF is limited by the planes that
set up the scene, according to the 3D scene (see Figure 1). The scene volume
is similarly modeled as intersection of negative half-spaces. Consequently,
the exact SVF inside the scene can be computed solving a simple vertex
enumeration problem, for which very efficient algorithms exist in literature
(Preparata and Shamos, 1985).

4. The Inter-Relation Pattern Matrix

The SVF can be employed as a tool to discover the visual dynamics of
the interactions among two or more people. Such an analysis relies on few
assumptions with respect to social cues, i.e., that the entities involved in
the social interaction stand closer than 2 meters (covering thus the socio-
consultive zone – between 1 and 2 meters – the casual-personal zone – be-
tween 0.5 and 1.2 meters – and the intimate zone – around 0.4-0.5 meters)
(Vinciarelli et al., 2009). Then, it is generally well-accepted that initiators
of conversations often wait for visual cues of attention, in particular, the es-
tablishment of eye contact, before launching into their conversation during
unplanned face-to-face encounters (Whittaker et al., 1994; Langton et al.,
2000; Jabarin et al., 2003). In this sense, SVF may be employed in order
to infer whether an eye contact occurs among close subjects or not. This
happens with high probability when the following conditions are satisfied:
1) the subjects are closer than 2 meters; 2) their SVFs overlap, and 3)
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their heads are positioned inside the reciprocal SVFs (see Figure 3). In the
figure, a 2D projection of the 3D frusta is shown for illustrative purposes.
Anyway, the real intersection is calculated between the genuine 3D SVFs.
The Inter-Relation Pattern Matrix (IRPM) records when a possible social
interaction occurs, and it can be formalized as a three-dimensional matrix
(Freeman, 1989), where each entry (i, j, t) = (j, i, t) is set to one if subjects
i and j satisfy the three conditions above, during the t-th time instant.

Figure 3: Left: two people are talking each other. Right: top view projection of their
SVFs: the estimated orientation, East for 1 and West for 2, is relative to the camera
orientation (the pyramid in red in the picture). The SVFs satisfy the three conditions
explained in Section 4.

The IRPM matrix serves to analyze time intervals in which we look
for social interactions. Let us suppose to focus on the time interval [t −
T + 1, t]. In this case we take into account all the IRPM slices that fall
in [t − T + 1, t], summing them along the t direction, and obtaining the
condensed IRPM (cIRPM). Intuitively, the higher is the entry cIRPMt(i, j),
the stronger is the probability that subjects i and j are related during the
interval [t−T +1, t]. Therefore, in order to detect a relation between a pair
of individuals i, j in the interval [t−T+1, t], we check if cIRPMt(i, j) > Th,
where Th is a threshold a priori defined. This threshold filters out noisy
interaction detection: actually, due to the errors in the tracking and in the
head pose estimation, the lower the threshold, the higher the possibility of
false positive detections. In the experiments, we show how the choice of the
parameters T and Th modifies the goodness of the results, in term of social
interaction detections.

The cIRPM represents one-to-one exchanges only, but we would like also
to capture if there are groups in the scene. Here, we will not use the term
group in its sociological meaning, but in its common definition. In sociology,
a group is usually defined as “a collection consisting of a number of people

13



who share certain aspects, interact with one another, accept rights and
obligations as members of the group and share a common identity”. We are
conscious that the proposed algorithm is not able to identify such complex
relations. For this reasons we consider to be correct the use of the common
meaning of the term group, that is “an assemblage of objects standing near
together, and forming a collective unity; a knot (of people), a cluster (of
things)”. The latter significance is closer to our aims.

Operationally, we treat the cIRPM as the adjacency matrix of a graph,
with a vertex vi for each people in the scene, and an edge eij if cIRPMt(i, j) >
Th. The groups present in the scene are detected by computing the con-
nected components of the graph. Some illustrative examples are depicted
in Figures 8, 9 and 10.

5. Experimental Results

The experiments aim at showing the capabilities of the proposed ap-
proach. First, we validate the performance of tracking and head orientation
classification separately, in order to check the behavior of the single mod-
ules. Then, we show how these modules grouped together perform, by
analyzing the employment of the IRPM, and its capability in individuating
social exchanges.

The evaluation of the multi-target tracker is performed on a publicly
available and challenging dataset built for automatic video surveillance pur-
poses: PETS 20091. We carry out a comparative analysis between HJS filter
and a state-of-the-art Kalman-based tracker, i.e., Multi-Hypothesis Tracker
(MHT) (Blackman, 2004), on a manually annotated sequence. The evalu-
ation proposed by (Smith et al., 2005) is used here, in terms of False Posi-
tives (FP), Multiple Objects (MO), False Negatives (FN), Multiple Trackers
(MT), and Tracking Success Rate (TSR). Table 1 shows that HJS filter out-
performs MHT considering FP, MO, MT, and TSR, because MHT generates
more than one tracks for a single target. However, the FN ratio is higher
for HJS filter because the tracking of a target could be lost due to occlu-
sions and it converges toward another target or to a clutter observation.
TSR that gives us a general value of the tracking reliability and it summa-
rizes the overall performances suggests that HJS filter is better. Qualitative
results (Fig. 4) gives the same evidence.

1http://www.cvg.rdg.ac.uk/PETS2009/
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FP MO FN MT TSR

MHT 0.279 0.009 0.203 0.212 0.624
HJS 0.086 0.007 0.279 0.042 0.712

Table 1: Tracking results comparison on PETS 2009 dataset: sequence S2, video L1,
view 1.

Figure 4: Tracking results comparison on PETS 2009 dataset: sequence S2, video L1,
view 1, frames 469, 481, 494 and 519. First row shows MHT and second row show HJS
filter.

As to the head orientation classification model, we build a multi-class
classifier for head pose classification on the 4 Pose Head Database orig-
inally proposed by Orozco et al. (2009) and available at http://sites.

google.com/site/diegotosato/ARCO. This dataset contains head images
of dimension 50 × 50 (see some samples in Fig. 6) obtained from the i-
LIDS dataset2. These images come from a real video surveillance scene,
mirroring well typical critical conditions: they are noisy, motion-blurred,
and at low resolution. The images are divided in 4 foreground (FG) classes:
Back (4200 examples), Front (3555 examples), Left (3042 examples), and
Right (4554 examples). Moreover, this dataset contains another set of 2216
background (BG) images. We partition the dataset in 2 equal parts, us-
ing one partition for training and one for testing. For our purposes, we
enrich the original dataset Orozco et al. (2009) using images (∼ 200 im-
ages for each class) coming from our sequence in order to make more
robust the final classifier. This enriched dataset is available at http:

//sites.google.com/site/diegotosato/gdet. For validation purposes,

2http://scienceandresearch.homeoffice.gov.uk/hosdb/

cctv-imaging-technology/i-lids/
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the new images have been equally partitioned into 2 sets, one for the train-
ing and one for testing. And all the images have been normalized to a very
low-resolution size (20× 20 is the average resolution of the head images in
our videos).

During the training phase, for each image patch, a 5-class classifier is
built, as described in Sec. 3.3. Then, give a testing image, the features
are extracted and the covariance matrices calculated from all the patches of
p×p pixels, on a fixed grid of p/2 pixels steps. This means that the patches
remain overlapped by half of their size. In Figure 5(a), we vary p in order
to investigate how the dimension of the patches modifies the classification
performances. The best performance is obtained with p = 0.32r, where
r × r is the image dimension. The τ parameter, that rules the complexity
of the regression trees, has been fixed to the optimal value 150 according
to the accuracy test in Fig. 5(b). It is interesting to note that exceeding
this value, the performance drops, which is a sign of overtraining of the
system. Moreover, we test the ability of our classifier to deal with occlusions.
Indeed, patch-based classifiers, as part-based classifiers, are naturally able to
manage the presence of occlusions. We depict in Figure 5(c) the robustness
to four types of occlusions (left-, right-, top- and bottom-side), in different
sizes.
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Figure 5: Classification performance on the 4 Head original dataset in terms of mean
classification accuracy varying (a) the patch size p, (b) the regression tree stopping
criterion (the number of elements per leaf τ) and (c) considering occlusions of different
strength.

We compare our method with Orozco et at. (Orozco et al., 2009), the
state-of-the-art method for head pose classification for low resolution data.
In this work, it is proposed a head pose descriptor based on similarity dis-
tance maps to mean appearance templates of head images at different poses.
All images in this dataset have their related pose descriptors, provided by
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the authors themselves (Orozco et al., 2009). The classifier is trained by
Support Vector Machines (SVMs) using a polynomial kernel, exactly as
done in the original paper. To be completely clear, the training and testing
part used to perform the experiments is the same for all the methods. The
results, in terms of confusion matrix, are depicted in Fig. 6(a)-(b). It can be
noted that our classifier achieves considerably better performances. In ad-
dition, we provide in Fig. 6(c) the confusion matrix for the enriched dataset.
The performances are slightly below with respect to Fig. 6(b), because the
enriched dataset is more challenging.
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Figure 6: On the top row, some examples of the 4 Head original dataset by (Orozco et al.,
2009). On the last row, the confusion matrixes for the head orientation classification: (a)
(Orozco et al., 2009) and (b) ARCO comparisons on the original dataset, and (c) ARCO
on the enriched dataset.

As to the analysis of social exchanges, we shot a video of about 3 hours
and a half, portraying a vending machines area where students take coffee
and discuss. The video footage was acquired with a monocular IP camera,
located on a upper angle of the room. The people involved in the experi-
ments were not aware of the aim of the experiments, and behaved naturally.
Afterwards, since creating the ground truth by using only the video is an
hard task, we asked to some of them to fill a questionnaire inquiring if they
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talked to someone in the room and to whom. Then, a video analysis was
performed by a psychologist able to detect the presence of interactions be-
tween people. The questionnaires were used as supplementary material to
confirm the validity of the generated ground truth. This offers us a more
trustworthy set of ground truth data for our experiments.

We picked 12 subsequences of about 2 minutes each3. The 3.5h video
has been reduced to this small set of sequences for several reasons: first, a
lot of frames are empty, because the recording has been done on the early
morning. Second, we have used only the sequences where the ground truth
was evident and clear, i.e., we know the components of each group. Third,
they were chosen such that to represent different situations, with people
talking in groups4 and other people not interacting with anyone.

Figure 7: Examples of tracking and head orientation classification results. The biggest
box represents the tracking estimation, the smaller box the area where the head is posi-
tioned, and the triangle depicts the estimated head orientation.

For each subsequence, we estimate tracking, head orientation classifi-
cation (some examples are shown in Figure 7) and we build the three-
dimensional IRPM, that tells which people are potentially interacting at a
specific moment. Please, note that for the head classification part we en-
riched the 4 Head Pose dataset with head images coming from the Vending
Machine dataset, in order to enrich accuracy and robustness. We added
about 150 images for each FG class, and 1840 images to the Background.

3The dataset is downloadable from http://www.lorisbazzani.info/

code-datasets/multi-camera-dataset/
4The groups are formed by 3 individuals, in average.
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Figure 8: Example of condensed IRPM analysis of sequence S04. On the top row, some
frames of the sequence. On the bottom row, on the left, the thresholded cIRPM matrix.
Being the cIRPMs symmetric and having null main diagonals, we report for clarity only
its strictly upper triangular part. On the right, the correspondent graph. As you can
notice, only one group (composed by people 4, 5 and 7) is detected. This is correct, since
the other people of the sequence do not interact.

We compare our results with the ground truth. 8/12 sequences where
correctly interpreted by our system. One can be considered wrong, because
there are 2 groups in the scene, and our system reveals that they belong all
to the same group. In the other three sequences there are some imprecisions,
like a person left out of a group. These imprecisions are mainly due to error
propagation from tracking and head orientation classification, particularly
challenging when people are grouped together and frequently intersect. A
qualitative analysis of the results is shown in Figures 8, 9 and 10. The first
row of each figure depicts three sampled frames from each sequence and
contains the identifiers of each person. The second row depicts the cIRPM
on the left5 and the graph structure that defines the group interactions on
the right. In these three experiments, all the groups are detected correctly;
Fig. 10 shows that our model is able to detect interactions when the scene

5Blue cells mean zeros. The values of the cIRPM below Th are discarded.
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Figure 9: Example of condensed IRPM analysis of sequence S08. On the top row, some
frames of the sequence. On the bottom row, on the left, the thresholded cIRPM matrix.
On the right, the correspondent graph. One big group (1,2,3,6,7,8,13,14) is detected.
Please, note that some people are represented by more than one track, since due to
severe or complete occlusions the tracks are sometimes lost and reinitialized. The group
selected is correctly composed by the people associated to the labels. Another person
(10) enters in the room and does not interact. The same behavior is witnessed in the
cIRPM.

contains several groups.
A more sophisticated analysis of accuracy performances of our method

is shown in Fig. 11 and Fig. 12. The graphs summarize the group detection
accuracy in terms of precision (on the left) and recall (on the right). In
the definition of those measurements, we consider as true positive when a
group is detected considering all its constitutive members. If a person that
belongs to a group is not detected, we have a false negative, and a similar
reasoning applies for the false positive.

Fig. 11 depicts the statistics increasing the size T of the time interval
[t−T+1, T ] (x-axis) used to accumulate the IRPM. Each curve corresponds
to a value of threshold Th (5, 20, 60 and 100). From this figure, we notice
that first of all increasing T gives worse accuracy. Moreover, the peak of

20



1

2

3 4

5

9

10

11

6

7 8

Figure 10: Example of condensed IRPM analysis of sequence S01. On the top row, some
frames of the sequence. On the bottom row, on the left, the thresholded cIRPM matrix.
On the right, the correspondent graph. Three groups (1,2),(3,4,5), and (9,10,11) are
detected. Please, note that some people are represented by more than one track, since
due to severe or complete occlusions the tracks are sometimes lost and reinitialized (e.g.
6,7,8 are reinitialized as 9,10,11, respectively).

each curve depends on both the threshold and the time interval size. We
obtain the best performances by setting the Th equal to 20; the peak of
this curve corresponds to a T equal to 300. Instead, Fig. 12 shows the
performances increasing the threshold (x-axis) used to detect the groups.
Each curve corresponds to a value of T (120, 300, 480, 720, 900, and 1200).
The common behavior of all the curves is that increasing and decreasing
too much the threshold decreases the accuracy. This analysis confirms that
the best performances are given by setting the threshold to 20 and the time
interval to 300. When T increases the accuracy drastically decreases and
the peak of each curve is shifted, depending by the time interval size.

Intuitively, when the threshold is too low and the time window is too
small, our method detects interactions that could contain false positive.
Increasing the size of the time window and the threshold permits to average
out and cancel out these false positive, because the IRPM becomes more
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stable. On the other hand, when the threshold is too high, our model is
not able to detect interactions, because cIRPMT (i, j) > Th is zero for each
(i, j). To deal with this problem, we could make the time interval larger.
However, in this case, a group interaction interval could be smaller than the
time window, and in any case the threshold is too high to detect groups.
For these reasons, precision and recall in Fig. 11 and Fig. 12 decrease before
and after the optimal setting of the parameters (Th = 20 and T = 300).
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Figure 11: Evaluation of precision (left) and recall (right) of the proposed method varying
the size of the time interval [t− T + 1, t] (x-axis) used to compute the IRPM. The graph
shows one curve for each threshold (5, 20, 60 and 100). The maximum for both the
statistics is given by setting Th = 20.
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Figure 12: Evaluation of precision (left) and recall (right) of the proposed method varying
the threshold Th (x-axis) used to detect the groups. The graph shows one curve for each
time window (120, 300, 480, 720, 900, and 1200). The maximum for both the statistics is
given by setting T = 300 and the peak is where Th = 20 (also accordingly with Fig. 11).
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6. Conclusions

In this paper, we proposed a novel framework which may help in under-
standing social signals in a scene. The main feature is the Subjective View
Frustum, that encodes the visual field of a person in a 3D environment.
The SVF is detected through well-known Computer Vision techniques, and
it permits to define novel analysis tools, such as the Inter-Relation Pattern
Matrix. We show preliminary but convincing results, that lead to several
future improvements: together with a refinement of the head pose detector
(in order to find tilt and roll parameters and a more informative pan quan-
tization), it may be also possible to jointly investigate gesture recognition
modules, useful to capture different and more complicated social interac-
tions.
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