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Abstract This chapter introduces some basic methods to deal with groups of people
in surveillance settings. Recently, modeling groups has become a very active trend
for video surveillance researchers. Our solution is proper of the recently forged field
of social signaling, since it embeds notions of social psychology into computer vi-
sion techniques, offering a novel research perspective for the video surveillance
community. In particular, we present methods to discover and track groups of peo-
ple, and to infer what is the focus of attention of each person, that is, we estimate the
portion of a scene that is frequently observed by people. Each method we present is
evaluated in an experimental section on real scenario, that gives a clear idea of its
performance and potentialities.

1 Introduction

Recently, researchers in surveillance shifted the attention from the monitoring of a
single person in a camera-monitored environment to that of groups: this novel level
of abstraction provides event descriptions which are semantically more meaningful,
highlighting barely visible relational connections among people. Even if computer
vision and pattern recognition supported this new perspective by providing com-
putational models for capturing the whereabouts of groups, such disciplines rarely
consider that the basic ingredient of a group is the human being, and that a group
is based on interactions among humans. Actually, to the best of our knowledge, all
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the work that deal with groups assumes that people are simple points on a plane
[23, 32, 78, 53, 48, 84, 39] that in some cases may obey to physical laws of attrac-
tion and repulsion [54, 66]. None of them considers that working on groups implies
to focus on the analysis of the human behavior – a process subject to principles and
laws rigorous enough to produce stable and predictable patterns corresponding to
social, emotional, and psychological phenomena. On the other hand, these topics
are the main subjects of other computing domains, in particular social signaling and
affective computing [80], that typically neglect scenarios relevant to surveillance
and monitoring.

Social signaling and computer vision are tightly intertwined. In our context,
they attempts to discover social interactions using statistical analysis of spatial-
orientational arrangements that are relevant in a social psychology sense. Social sig-
nals are conveyed, often outside conscious awareness, by nonverbal behavioral cues
like facial expressions, gaze, vocalizations (laughter, fillers, back-channel, etc.), ges-
tures and postures. So, there have been identified a large number of behavioral cues
carrying social meaning, which are grouped into five classes called codes1: physi-
cal appearance (attractiveness, clothes, ornaments, somatotype, etc.) [59, 86], vocal
behavior (everything else than words in speech) [58, 65], face and eyes behavior
(expressions, gaze, head pose, etc.) [10, 13], gestures and postures (hand and body
movements, conscious and unconscious gestures, orientation with respect to others,
etc.) [55, 64], space and environment (mutual distances, spatial organization of peo-
ple, territoriality, geometric constraints) [30, 59]. In this context, social interactions
are here intended as the acts, actions, or practices of two or more peoepl mutually
oriented versus each other, that is, every behaviors affecting or considering others’
subjective experiences or intentions [61]. For instance, talking is the most common
kind of social interaction, but working together, playing chess, eating at a table, and
offering a cup of water are social interactions too. In general, any dynamic sequence
of social actions among individuals (or groups) that modify their actions and reac-
tions by their interaction partner(s) are social interactions.

The methods presented here take into account these cues in order to give a spectra
of algorithms that deal with the group entity in a more principled way. In sociology,
a group may be defined as a collection of people who share certain aspects, interact
with one another, accept rights and obligations as members of the group and share a
common identity. We are conscious that identifying such complex relations is a hard
task in a typical surveillance scenario, where the input of the method is just a video.
For this reason, we set up a definition of group that considers some social signaling
cues coming from the code of face and eyes behavior and the space and environment
component. In this work, we consider several aspect of groups: 1) the life of a group,
analyzing how the presence of a group can be detected in crowded situations (i.e.,
the birth and the death of a group), 2) how a moving group can be tracked (its
evolution), and 3) which basic activities are carried out by their components in terms
of interactions between the humans and the environment. In particular, we detect the
regions of the environment where the attention of humans is more focused.

1 For a complete review of social signaling, please read [79].
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The birth of a group or its initialization (and, consequently, its break-up) can
be performed in two ways. The first assumes that individuals are stationary for a
period of time in a given location: for example, in a cocktail party, people may be
discussing for a while around a table, before leaving. In a canteen, elements of a
group may be clustered around a vending machine. In these cases, social theories
help in individuating a group, which can be subsequently followed by a tracking
algorithm. In particular, relative positioning and head direction may support this
analysis. The second initialization method takes into account situations where peo-
ple usually move, and no aggregations of stationary people may be observed. In
this case, we advocate the use of proxemics, which states that the kind of relation
present among the persons depends on the distances they have with respect to each
other. Here, we mainly take into account the first scenario, where more interesting
and stable (over time) social interactions can be found.

The evolution of a group considers a group while it is moving. In this case, we
present a tracking approach which embeds the knowledge of the states of the single
individuals and the state of a group for providing a robust group localization.

Moreover, we present the idea of how people interact with an environment
through an interest map, i.e., a map that highlights the part of a scene more con-
sidered by a person. For instance, a vending machine in an empty room will surely
attract more the attention of people than the peripheral walls. In this direction, we
present a system that exploits the use of the head position and orientation for ex-
tracting such information.

All these aspects that characterize a group build upon unconventional features
that change the perspective followed so far by scholars involved in video surveil-
lance: from the general and unique point of view of a single camera mounted on
a wall to a subjective, personal, viewpoint, aimed at understanding what is experi-
enced by each single person in the monitored scene. In this context, we propose a
general social scenario in which we estimate the position of every person so as to
keep track of the related distance among them. This will help in inferring the kind
of relation which holds among people in a scene. Another interesting feature we
propose is the visual focus of attention, that is, the visual field of view of a person
approximated using computational geometry techniques. This helps in estimating
the focus of attention of a person while immersed in a whatever scenario.

The rest of the chapter is organized as follows. Section 2 details the basic ele-
ments proposed by the computer vision community, and used here both as low-level
information and as a basis to understand the techniques illustrated in the subsequent
Sections. The core of the chapter is represented by Sections 3, 4 and 5, describing
approaches to initialize the groups, to track groups and to create interest maps of a
monitored setting, respectively. Finally, conclusions are drawn in Section 6.
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2 Background

The automatic recognition of social interactions in video recordings is undoubtedly
one of the main challenges for a surveillance system. This is usually accomplished
using a serial architecture built upon an array of techniques aimed at extracting low-
level information, followed by a classification stage. Computer vision techniques are
typically exploited in a bottom-up way for extracting low-level features from videos,
useful to allow high-level inference. First, all the people in the camera-monitored en-
vironment are localized, by exploting a tracker that provides the trajectory of each
person. When the position is estimated, a head orientation method computes the
pose of the head of each person, and the subjective field of view (i.e., the view
frustum) is initializated by exploiting the calibration of the camera. Thus, the ba-
sic components used by the proposed architecture are: a multi-target tracker (see
Sec. 2.1), a head pose computation method (see Sec. 2.2), and the subjective view
frustum estimation (see Sec. 2.3).

2.1 Tracking with Particle Filters

Many multi-target tracking techniques have been successfully proposed in literature
from the Kalman filter and its extensions [28, 27] to the more recent Probability Hy-
pothesis Density filter [41] and particle filter (PF) [12, 51]. The success of a tracking
algorithm depends on several factors: the strategy used for tracking, the data associ-
ation approach, the appearance model, occlusion modeling, and so on. Among the
realm of the tracking strategies, an important role is played by the particle filtering
[12]: the general framework and the simplicity of the method make it one of the
most used methods for tracking in the last years.

Particle filtering offers a probabilistic framework for recursive dynamic state esti-
mation. The approach was born originally for single-target tracking [24], then later
it was extended to a multi-target tracking scenario [25]. Multi-target particle fil-
ters follow different strategies to achieve good tracking performances avoiding huge
computational burdens. These are due primarily to the high number of particles re-
quired, which is (in general) exponential in the number of targets to track. Recently,
an interesting yet general solution has been proposed in [35]. Here, the Hybrid Joint-
Separable (HJS) filter is introduced, that maintains a linear relationship between the
number of targets and the number of particles. In addition, an occlusion model has
been proposed exploiting the camera calibration.

From a Bayesian perspective, the single object tracking problem aims at recur-
sively calculating the posterior distribution p(xt |z1:t) by exploiting the Chapman-
Kolmogorov equation, where xt is the current state of the target (e.g., its position
and its scale), zt is the current measurement (e.g., the current frame), and x1:t and
z1:t are the states and the measurements up to time t, respectively. In formulae:
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p(xt |z1:t) ∝ p(zt |xt)
∫

p(xt |xt−1)p(xt−1|z1:t−1)dxt−1 (1)

The equation is fully specified by an initial distribution p(x0|z0) = p(x0), the dy-
namical model p(xt |xt−1), and the observation model p(zt |xt). Particle filtering
(PF) approximates the posterior distribution by a set of N weighted particles, i.e.,
{(x(n)t ,w(n)

t )}N
n=1; a large weight w(n)

t mirrors a state x(n)t with high posterior proba-
bility. In this way, the integral in Eq. 1 has not to be analytically solved, and, instead,
the posterior at time t−1 is sampled, defining a set of state hypotheses (the particles)
that evolve according to the dynamical model p(xt |xt−1) (the prediction step), and
which is evaluated via p(zt |xt) (the observation step). The parameter N is manually
set here, but there exist techniques for estimating the optimal number of particles
that minimizes some measure of tracking distortion [51].

HJS filter [35] is an extension of the PF for multiple targets. Defining xt =
{x1

t ,x
2
t , . . . ,x

K
t } the joint state (the ensemble of the K individual states), HJS adopts

the approximation p(xt |z1:t)≈ ∏k p(xk
t |z1:t), that is, the joint posterior could be ap-

proximated via the product of its marginal components (k indexes the individual
targets). The dynamics and the observation models of HJS are expressed as follows:

p(xk
t |xk

t−1) =
∫

p(xt |xt−1)p(x¬k
t−1|z1:t−1)dx¬k

t−1:t (2)

p(zt |xk
t ) =

∫
p(zt |xt)p(x¬k

t |z1:t−1)dx¬k
t (3)

where the apex ¬k addresses all the targets but the kth. These equations encode
an intuitive strategy, i.e., that both the dynamics and the observation phases of
the kth target lie upon the consideration of a joint dynamical model p(xt |xt−1) ≈
p(xt)∏k q(xk

t |xk
t−1) and observation model p(zt |xt). The joint dynamical model,

through the prior p(xt), avoids that multiple targets with single motion described
by q(xk

t |xk
t−1) collapse in a single location, and the joint observation model con-

siders that the visual appearance of a single target might be occluded by another
object, acting as a z-buffer. The two models are weighted by posterior distributions
that essentially promote trusted joint objects configurations (not considering the kth
object).

The observational model p(zt |xt) quantifies the likelihood of the single measure
zt given the state xt , considering inter-objects occlusions. It is built upon the repre-
sentation of the targets, that here are constrained to be human beings. The human
body is represented by its three components: head, torso and legs. The observational
model works by evaluating a separate appearance score for each object (summing
then the contribute of the single parts). This score is encoded by a distance between
the histograms of the model and the hypothesis (a sample), and it involves also a
joint reasoning captured by an occlusion map. The occlusion map is a 2D projection
of the 3D scene which focuses on the particular object under analysis, giving insight
on what are the expected visible portions of that object. This is obtained by exploit-
ing the hybrid particles set {xp}N·K

p=1 in an incremental visit procedure on the ground
floor. The hypothesis nearest to the camera is evaluated first. Its presence determines
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an occluding cone in the scene, with an associated confidence that depends on the
observational likelihood achieved. Parts of other objects farther from the camera
that fall in the occlusion cone are considered less important in their observational
likelihood computation. The process of map building is iterated going deeper and
deeper in the scene.

In formulae, the observation model is defined as

p(zt |xp) ∝ exp
(
−

fcp +bcp

2 σ2

)
, (4)

where fcp is the foreground term, i.e., the likelihood that an object matches to the
model considering the un-occluded parts, and bcp, the background term, accounts
for the occluded parts of an object. For more details, readers may refer to [35].

2.2 Head Orientation Estimation

Head orientation estimation is becoming an important computer vision application.
There are several diverse approaches present in the literature: a recent review can
be found in [47], where a performance analysis of different methods is presented,
and a list of the commonly used dataset for head pose estimation is shown. The
CLEAR workshops are important events for the head pose estimation community,
and several important approaches can be found in the related proceedings [72, 71].
It is worth noting that most of the approaches are based on classification schemes.

In the multi-faceted ensemble of the classification approaches, boosting-based
techniques play a primary role [37, 81, 90, 77, 88, 50]. Boosting [18, 63, 19] is a
remarkable, highly customizable way to create strong and fast classifiers, employ-
ing various features fed into diverse architectures with ad-hoc policies. Among the
different features exploited for boosting in surveillance applications (see [89] for an
updated list), covariance features [76] have been exploited as powerful descriptors
of pedestrians [77, 88], and their effectiveness has been explicitly investigated in a
comparative study [50]. When injected in boosting systems [77, 88, 50, 75], covari-
ances provide strong detection performance, encapsulating possible high intra-class
variances (due to pose and view changes of an object of interest). They are in general
stable under noise, and furnish an elegant way to fuse multiple low-level features as,
in fact, they intrinsically exploit possible inter-feature dependencies. In this chapter,
we present in details the method proposed in [75].

The tracker provides the location of the head and the feet for each person in each
frame. As for the head approximate position, we define a square window I of size
r× r, where we run a multi-class algorithm that recovers the head orientation. The
size r is chosen large enough in order to contain a head, considering the experimental
physical environment and the camera position.

For the multi-class classification, we boost regression trees [6, 75], because they
are the ideal weak learning strategy, since they can tolerate a significant amount of
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labeling noise and errors in the training data (which are very likely in low resolu-
tion images). Moreover, they are very efficient at runtime, since matching a sample
against a tree is logarithmic in the number of leaves.

From the mathematical point of view, they are an alternative approach to nonlin-
ear regression. The principle is to subdivide, or partition, the space in two smaller
regions, where the data distribution is more manageable. This partitioning proceeds
recursively, as in hierarchical clustering, until the space is so tight that a simple
model can be easily fitted. The global model thus has two parts: one is just the recur-
sive partition, the other is a simple model for each cell of the partition. Regression
trees are more powerful than global models, like linear or polynomial regression,
where a single predictive formula is supposed to hold over the entire data space.

In order to avoid the overtraining of the regression tree, we establish as stop-
ping rule a minimal number τ of observations per tree leaf, that is experimentally
estimated (see Sec. 3.2).

In our approach, we extract from each image of size I (r×r pixels), a set Φ(I,x,y)
of dimension r× r×d features where d = 12 and x,y are the pixel locations, that is
defined as follows:

Φ(I,x,y) =
[
X Y R G B Ix Iy O Gab{0,π/3,π/6,4π/3}

]
. (5)

X ,Y represent the spatial layout maps in I, and R,G,B are the color channels. Ix and
Iy are the directional derivatives of I, and O is the gradient orientation. Finally, Gab
is a set of 4 maps containing the results of Gabor filtering, with filters of dimension
2×4, sinusoidal frequency 16, and directions D = {0,π/3,π/6,4π/3}. In order to
increase the robustness to local illumination variations, we apply the normalization
operator introduced in [77] before applying the multi-class framework. First, we
estimate the covariance of the image I, denoted as XI . Then, for each element Xi of
the dataset, we apply the following normalization:

X̂i = diag(XI)
− 1

2 Xi diag(XI)
− 1

2 , (6)

where X̂i is the normalized descriptor, and diag(XI) is a square matrix with only the
diagonal entries of XI .

Our approach takes inspiration from the literature on dense image descriptors
(see [11] as an example). We sample the window I employing an array of uniformly
distributed and overlapping patches of the same dimension. For each of the NP = 16
sampled patches inside the r× r region of interest, described by the covariance ma-
trix of a set of d image features described by the Eq. (5), a multi-class LogitBoost
classifier is trained. Each class represent a different head orientation sampled ac-
cording with a fixed sampling step α and from an extra class containing all the
background examples. We experimentally found that α = 90◦ which correspond to
the semantic classes North, South, East and West, is enough for our purposes. Fig. 1
shows some training and testing examples for each class. At testing time, each patch
of a sample window (Fig. 2) is independently classified. Then, the classification re-



8 L. Bazzani et al.

(a) North (b) East (c) West (d) South (e) Background

Fig. 1 Examples of the 5 semantic classes we defined for the multi-class problem of head pose
estimation. a) North, b) East, c) West, d) South, and e) Background. The first row shows some
examples of the training set, and the second row shows some sample windows at testing time. Note
that the images have very low resolution (min. 20×20 pixels).

sult is given by a majority criterion across the patches. We name the combination of
this patch description that encodes the local shape and appearance and its uniformly
distributed architecture ARray of COvariances (ARCO, for the sake of brevity).

Fig. 2 Array of Covariance matrices (ARCO) feature. The image is organized as a grid of uni-
formly spaced and overlapping patches. The head orientation result of each patch is estimated by
a multi-class classifier.

More formally, given a set of patches {Pi}i=1,...,NP , we learn a multi-class clas-
sifier for each patch location {FPi}i=1,...,NP through the multi-class LogitBoost al-
gorithm [19], adapted to work on Riemannian manifolds, as suggested by [77, 75].
This method implies that each covariance matrix must be projected on a proper tan-
gent space (vector space) of the Riemannian manifold to be classified. Since we deal
with a multi-class problem, a common tangent space is chosen where all the covari-
ances are projected and discriminated. Computational considerations suggest to use
the identity matrix Id as projection point. From a mathematical point of view, the
projection is a logarithmic transformation of the (positive) eigenvalues of a covari-
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ance matrix; therefore, the computational complexity of each projection is bounded
by the eigenvalue decomposition complexity O(d3). Since d, the number of image
features, is small the projection results a fast operation. All the details of the projec-
tion operation are contained in [77, 75].

Let ∆ j = ∑
NP
i=1(FPi == j) be the number of patches that vote for the class j ∈

{1, . . . ,J}. To assign a class label c to a new image, we fuse the votes with a majority
voting strategy among all the classes:

c = argmax
j
{∆ j}, j = 1, . . . ,J. (7)

Actually, in our approach, we employ 5 classes mentioned above, i.e., North,
South, East, West, and Background. The first four classes indicate the four direc-
tions related to the camera orientation. The Background class is introduced to man-
age cases where the tracker fails to provide a correct head position. We are aware
that the use of only four directions may lead to rough estimates, but it should be
considered that the resolution of the source video data is very poor. We are also
aware that the head orientation could be injected in a tracking framework [67], as
an additional state that characterizes the human body in this way smoother results
should be obtained. However, this smoothing gives poor results and in some cases
a drift of the track when dealing with low frame rate videos. Thus, for the sake of
the generality, we prefer to keep person tracking and head orientation estimation
separated, so as to minimize the error in low frame rate scenario and also they can
be used separately in other applications.

The ARCO representation has several advantages. First, it allows to take into
account different features, inheriting their expressivity and exploiting, by definition,
possible correlations. Second, due to the use of integral images for the computation
of the covariance matrices [77], it is fast, making it suitable for a possible real-time
usage.

2.3 Subjective View Frustum Estimation

The Visual Focus Of Attention (VFOA) [74, 40, 67] is a very important aspect of
non-verbal communication. It is well known that a person’s VFOA is determined
by his eye gaze. Since objects are foveated for visual acuity, gaze direction gener-
ally provides more precise information than other bodily cues regarding the spatial
localization of the attentional focus. A detailed overview of gaze-based VFOA de-
tection in meeting scenarios is presented in [1]. However, measuring the VFOA by
using eye gaze is often difficult or impossible: either the movement of the subject
is constrained or high-resolution images of the eyes are required, which may not
be practical [44, 69], and several approximations are considered in many cases. For
example, in [74], it is claimed that the VFOA can be reasonably inferred by head
pose, and this is the choice made in many works. Following the same hypothesis, in
[67] pan and tilt parameters of the head are estimated, and the VFOA is represented
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as a vector normal to the person’s face, and it is employed to infer whether a walk-
ing person is focused on an advertisement located on a vertical glass or not. Since
the situation is very constrained, this proposed VFOA model works pretty well, but
a more complex model, considering camera position, person’s position and scene
structure, is required in more general situations. The same considerations hold for
the work presented in [40], where Active Appearance Models are fitted on the face
of the person in order to discover which portion of a mall-shelf is observed. In [31],
the visual field is modeled as a tetrahedron associated with a head pose detector.
However, their model fixes the depth of the visual field, and this is quite unrealistic.

Fig. 3 Left: the SVF model. Center: an example of SVF inside a 3D “box” scene. In red, the
surveillance camera position: the SVF orientation is estimated with respect to the principal axes of
the camera. Right: the same SVF delimited by the scene constraints (in solid blue).

In cases where the scale of the scene does not allow to capture the eye gaze
directly, viewing direction can be reasonably approximated by just measuring the
head pose. This assumption has been exploited in several approaches dealing with
a meeting scenario [74, 73, 49, 82] or in a smart environment [67, 34]. Following
this claim, and considering a general, unrestricted scenario, where people can en-
ter, leave, and move freely, we approximate VFOA as the Subjective View Frustum
(SVF), first proposed in [16]. This feature represents the three-dimensional (3D) vi-
sual field of a human subject in a scene. According to biological evidence [52], the
SVF can be modeled as a 3D polyhedron delimiting the portion of the scene that the
subject is looking at (see Figure 3).

More in detail, the SVF is defined as the polyhedron D depicted in Figure 3. It is
composed by three planes that delimit the view angles on the left, right and top sides,
in such a way that the angle span is 120◦ in both directions. The 3D coordinates of
the points corresponding to the head and feet of a subject are obtained from a multi-
target tracker, while the SVF orientation is obtained by an head pose detector.

The SVF D is computed precisely using computational geometry techniques.
It can be written as the intersection of three negative half-spaces defined by their
supporting planes of the left, right and top sides of the subject. In principle, the SVF
is not bounded in depth, modeling the human capability of focusing possibly on a
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remote point located at infinite distance. However, in practice, the SVF is limited by
the planes that set up the scene, according to the 3D scene (see Figure 3). The scene
volume is similarly modeled as intersection of negative half-spaces consequently,
the exact SVF inside the scene can be computed solving a simple vertex enumeration
problem, for which very efficient algorithms exist in literature [57].

3 The Birth of a Group

Employing the SVF in conjunction with cues of the space and environment cate-
gory allows to detect signals of the possible people’s interest, with respect to both
the physical environment [16], and the other participants acting in the scene. More
specifically, we present a method to statistically infer if a participant is involved in
an interactional exchange. In accordance with cognitive and social signaling studies,
we define the birth of a group when multiple and stable relations are detected over
time. In particular, it is highly probable that a relation takes place when two persons
are closer than 2 meters [79], and looking at each other [87, 33, 26]. We assume that
this condition can be reliably inferred by the position and orientation of the SVFs
of the people involved. This information can then be gathered in an Inter-Relation
Pattern Matrix (IRPM), that encodes the social exchanges occurred among all the
persons in a scene. The work we present in this section has been published in [4, 15].

Detecting human relations may be useful to instantiate a more robust definition
of group in surveillance applications. Actually, in the last few years, several appli-
cations focused on group modeling [46, 43], and person re-identification [91] have
been proposed. In the former case, a group is defined following physically-driven
proximity principles. While in the latter, groups are exploited to improve person re-
identification, relying on the fact the people usually stay in the same group when
moving in an environment.

Our proposal is a step towards automatic inference and analysis of social in-
teractions in general, unconstrained conditions: it is alternative to the paradigm of
wearable computing [56, 9], or smart rooms [83]. In the typical non-cooperative
video surveillance context or when a huge amount of data is required, wearable de-
vices are not usable. Moreover, the use of non-invasive technology makes people
more prone to act normally.

Considering the literature (except our first work in [16]), the “subjective” point
of view for automated surveillance systems was taken into account by [5], taking
inspiration from [60], and it represents therefore the most similar approach in the
literature to our work. The difference between [5] and our system are that 1) in
[5], the gaze is projected on the ground plane, while in our case we embed the 3D
subjective view frustum in the 3D scene, employing computational geometry rules,
so that the full 3D information allows finer spatial reasoning, needed, for example, to
deal with head poses having different tilt angles. 2) They do not perform interaction
analysis, and the subjective point of view was functional solely on the estimation of
scene interest maps.
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Summarizing, we introduce the concept of Inter-Relation Pattern Matrix that ex-
ploits the SVF. Its aim is to infer relations among people for detecting groups in a
general crowded scenario. This work not only fills a gap in the state of the art of so-
cial signaling aimed at understanding social interactions, but also represents a novel
research opportunity, alternative to the scenarios considered so far in socially-aware
technologies, where automatic analysis techniques for the spatial organization of
social encounters are taken into account.

In this section, we consider a scenario where individuals are quasi-stationary for
a short period of time in a given location, and we use just simple proxemics cues
[79], when dealing with moving people. However, the SVF can also be exploited as
a supplementary hint to make more robust the proxemics-based method even in that
scenario.

In Sec. 3.1, the method to build the Inter-Relation Pattern Matrix is described.
Then, in Sec. 3.2, experiments and results on home-made and public datasets are
shown.

3.1 The Inter-Relation Pattern Matrix

The SVF can be employed as a tool to discover the visual dynamics of the inter-
actions among two or more people. Such analysis relies on few assumptions with
respect to social cues, i.e., that the entities involved in the social interaction stand
closer than 2 meters (covering thus the socio-consultive zone – between 1 and 2
meters – the casual-personal zone – between 0.5 and 1.2 meters – and the inti-
mate zone – around 0.4-0.5 meters) [79]. Then, it is generally well-accepted that
initiators of conversations often wait for visual cues of attention, in particular, the
establishment of eye contact, before launching into their conversation during un-
planned face-to-face encounters [87, 33, 26]. In this sense, SVF may be employed
in order to infer whether an eye contact occurs among close subjects or not. This
happens with high probability when the following conditions are satisfied: 1) the
subjects are closer than 2 meters; 2) their SVFs overlap, and 3) their heads are posi-
tioned inside the reciprocal SVFs (see Figure 4). The Inter-Relation Pattern Matrix
(IRPM) records when a possible social interaction occurs, and it can be formalized
as a three-dimensional matrix [17], where each entry IRPM(i, j, t) = IRPM( j, i, t) is
set to one if subjects i and j satisfy the three conditions above, during the t-th time
instant.

The IRPM matrix serves to analyze time intervals in which we look for social
interactions. Let us suppose to focus on the time interval [t−T + 1, t]. In this case
we take into account all the IRPM slices that fall in [t − T + 1, t], summing them
along the t direction, and obtaining the condensed IRPM (cIRPM). Intuitively, the
higher is the entry cIRPMt(i, j), the stronger is the probability that subjects i and
j are interacting during the interval [t − T + 1, t]. Therefore, in order to detect a
relation between a pair of individuals i, j in the interval [t−T + 1, t], we check if
cIRPMt(i, j) > T h, where T h is a threshold defined a priori. This threshold filters
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Fig. 4 Left: two people are talking each other. Right: top view of their SVFs: the estimated ori-
entation, East for 1 and West for 2, is relative to the camera orientation (the pyramid in red in the
picture). The SVFs satisfy the three conditions explained in Section 3.1.

out noisy group detection: actually, due to the errors in the tracking and in the head
pose estimation, the lower the threshold, the higher the possibility of false positives
detection. In the experiments, we show how the choice of the parameters T and T h
impacts on the results, in term of social interaction detection rates.

The cIRPM represents one-to-one exchanges only, but we would like also to cap-
ture the presence of groups in the scene. Here, we will not use the term group in its
sociological meaning, because we are aware that detecting such complex relations
using just a video as input is a hard task. For this reasons we consider the group,
as an assemblage of people standing near together, and forming a collective unity, a
knot of people. The latter meaning is closer to our aims.

Operationally, we treat the cIRPM as the adjacency matrix of an undirected
graph, with a vertex vi for each people in the scene, and an edge ei j if cIRPMt(i, j)>
T h. The groups present in the scene are detected by computing the connected com-
ponents of the graph. Some examples are depicted in Figures 6, 7 and 8.

3.2 Experimental Results

These experiments aim at showing the capabilities of the proposed approach. We
recorded a video sequence of about 3 hours and a half duration, portraying a vend-
ing machines area where students take coffee and discuss. The video footage was
acquired with a monocular IP camera, located on an upper angle of the room. The
people involved in the experiments were not aware of the aim of the experiments,
and behaved naturally. Afterwards, since creating the ground truth by using only the
video is a complex task, we asked to some of them to fill a questionnaire inquiring
if they talked to someone in the room and to whom. Then, the video was analyzed
by a psychologist able to detect the presence of interactions among people. The
questionnaires were used as supplementary material to confirm the validity of the
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generated ground truth. This offers us a more trustworthy set of ground truth data
for our experiments.

Fig. 5 Examples of tracking and head orientation classification results. The largest box represents
the tracking estimation, the smaller box the area where the head is positioned, and the triangle
depicts the estimated head orientation.
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Fig. 6 Example of IRPM analysis of sequence S04. On the top row, some frames of the sequence.
On the bottom row, on the left, the cIRPM matrix. Being the cIRPMs symmetric and having null
main diagonals, we report for clarity only its strictly upper triangular part. On the right, the corre-
sponding graph. As one can notice, only one group (composed by people 4, 5 and 7) is detected.
This is correct, since the other persons in the sequence were not interacting.
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The publicly available dataset, called GDet2, is composed of 12 sub-sequences
of about 2 minutes each. They are chosen such that to represent different situations,
with people talking in groups and other people not interacting with anyone. For
each sub-sequence, we performed tracking, head orientation classification (some
examples are shown in Figure 5), and construction of the three-dimensional IRPM,
indicating which people are potentially interacting at a specific moment.
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Fig. 7 Example of cIRPM analysis of sequence S08. One big group (1,2,3,6,7,8,13,14) is detected.
Note that some people are represented by more than one track, since due to severe or complete
occlusions the tracks are sometimes lost and need to be reinitialized (see the text for more details).
Person 10 that enters in the room is correctly detected as non-interacting by the cIRPM.

The comparison of our results with the ground truth revealed that 8 out of 12 se-
quences where correctly interpreted by our system. One can be considered wrong,
because there are 2 groups in the scene, and our system reveals that they belong all to
the same group. In the other three sequences there are some inaccuracies, like a per-
son left out of a group. These inaccuracies are mainly due to error propagation from
tracking and head orientation classification, particularly challenging when people
are grouped together and frequently intersect. A qualitative analysis of the results
is shown in Figures 6, 7 and 8. The first row of each figure depicts three sampled
frames from each sequence and contains the identifiers of each person. The second
row depicts the cIRPM on the left and the graph structure that defines the group
interactions on the right. In all the three experiments, all the groups are detected

2 The dataset is available at http://www.lorisbazzani.info/code-datasets/
multi-camera-dataset/
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correctly. In particular, Fig. 6 shows the case where a single, small group and other
individuals are present in the scene during the recording. In Fig. 7, a more complex
situation is analyzed, that is, a big group is in the scene (composed by 6 individuals).
One big group (1,2,3,6,7,8,13,14) is found by our method. Note that some peo-
ple are represented by more fragments of tracks, because we have tracking failures
due to long and complete occlusions (person 10 occludes the group). Thus, the lost
tracks are reinitialized with a new ID. The associations between the different track
fragments are: (1,14), (2,13), (4,7,12), and (5,8). The automatic association be-
tween IDs is also possible in such scenarios using re-identification or re-acquisition
methods such as [14, 8, 3, 91], but it is out of the scope of this work. Fig. 8 shows
that our model is able to detect interactions also when the scene contains multiple
groups.

1
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5

9

10

11

6

7 8

Fig. 8 Example of cIRPM analysis of sequence S01.Three groups (1,2),(3,4,5), and (9,10,11) are
detected. One can note that some people are represented by more than one track, since due to
severe or complete occlusions the tracks are sometimes lost and need to be reinitialized (e.g. 6,7,8
are reinitialized as 9,10,11, respectively).

A more sophisticated analysis of accuracy performances of our method is shown
in Fig. 9 and 10. The graphs summarize the group detection accuracy in terms
of precision (on the left) and recall (on the right). In the definition of those mea-
surements, we consider as true positive when a group is detected considering all its
constitutive members. If a person that belongs to a group is not detected, we have a
false negative, and a similar reasoning applies for the false positive.

Fig. 9 depicts the statistics as a function of the size of the time interval T frames
(x-axis) used to accumulate the IRPM. Each curve corresponds to a value of thresh-
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old T h (5, 20, 60 and 100). From this figure, we notice that increasing T gives worse
accuracy. Moreover, the peak of each curve depends on both the threshold and the
time interval size. We obtain the best performance by setting the T h equal to 20;
the peak of this curve corresponds to T equal to 300 frames. Instead, Fig. 10 shows
the performances increasing the threshold (x-axis) used to detect the groups. Each
curve corresponds to a value of T (120, 300, 480, 720, 900, and 1200 frames). The
common behavior of all the curves is that increasing and decreasing too much the
threshold decreases the accuracy. This analysis confirms that the best performances
are given by setting the threshold to 20 and the time interval to 300 frames. When
T increases the accuracy drastically decreases and the peak of each curve is shifted,
depending by the time interval size.

Intuitively, when the threshold is too low and the time window is too small,
our method detects interactions that could contain false positives. Increasing the
size of the time window and the threshold permits to average out and cancel out
these false positive, because the IRPM becomes more stable. On the other hand,
when the threshold is too high, our model is not able to detect interactions, because
cIRPMt(i, j) > T h is zero for each (i, j). To deal with this problem, we could fix
the time interval larger. However, in this case, a group interaction interval shuld be
smaller than the time window, and in any case the threshold would result too high to
detect groups. For these reasons, precision and recall in Fig. 9 and Fig. 10, respec-
tively, decrease before and after the optimal setting of the parameters (T h = 20 and
T = 300).

4 The Evolution of a Group

In this section, we consider the evolution of a group as an instance of tracking,
called group tracking, published in [2]. Once a group is initialized through cIRPM
or employing simple proxemics guidelines, a group can move in the scene, and we
propose a tracking approach which embeds the knowledge of the states of the single
individuals and the state of the group to provide a robust group localization and
tracking.

Group tracking (GT) is of high interest for video surveillance purposes as it al-
lows fine scenario descriptions addressing choral actions that may lead to important
threats and highlighting social bounds among individuals. At the same time, it repre-
sents a challenging issue, since a group of people is a highly structured entity whose
dynamics is complex, and whose appearance is erratic, due to intra- and inter-group
occlusions phenomena.

There have been few recent attempts to deal with GT problem. The literature on
GT could be partitioned in two sets. The first, top-down GT, contains techniques
that model groups as blob entities found after background subtraction [46, 85, 43].
In [46], a foreground segmentation method classifies the moving regions in peo-
ple and groups. In [43], a foreground subtraction-based method models the object
paths using a Bayesian network. A set of empirical rules are employed to detect
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Fig. 9 Evaluation of precision (left) and recall (right) of the proposed method varying the size
of the time interval T (x-axis) used to compute the IRPM. The graph shows one curve for each
threshold (5, 20, 60 and 100). The maximum for both the statistics is given by setting T h = 20.
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Fig. 10 Evaluation of precision (left) and recall (right) of the proposed method varying the thresh-
old T h (x-axis) used to detect the groups. The graph shows one curve for each time window (120,
300, 480, 720, 900, and 1200). The maximum for both the statistics is given by setting T = 300
and the peak corresponds to T h = 20.

the groups, however, intra- and inter-group dynamics are not considered in these
methods.

The second, bottom-up GT, is formed by algorithms that operate after that the
individuals have been individually tracked [20, 45, 38, 36]. A set of empirical merg-
ing and splitting rules embedded into a Kalman filter are proposed in [20] to track
groups. However, the Kalman filter is not able to deal with non-linear dynamics, if
not resorting to more complex variants. In [45], a deterministic mass-spring model
interprets the result of a multi-object tracker, joining objects sharing a common be-
havior. In [38], a lattice-based Markov Random Field combined to a particle filter
tracks groups as near-regular textures. A method that tracks a group of highly corre-
lated targets by employing a Markov Chain Monte Carlo particle filter is proposed
in [36]. However, the last two approaches deal with very constrained intra-group
dynamics because they assume a strong correlation among the targets.

In this section, we present a novel way to track groups, namely Collaborative
Particle Filters (Co-PF). The underlying idea consists in designing two tracking pro-
cesses observing a scene under two different perspectives: a low-level, multi-object



Analyzing Groups: a Social Signaling Perspective 19

tracker (MOT) performs tracking of multiple individuals, separately; a high-level,
multi-group tracker (MGT) focuses on groups, and uses the knowledge acquired
by the MOT to refine its estimates. Each process consists in a Hybrid-Joint Sepa-
rable (HJS) filter (see Sec. 2.1), permitting to track multiple entities dealing with
occlusions in a very effective way.

The input given by the MOT flows to the MGT in a principled way, i.e., revising
the MGT posterior distribution by marginalizing over the MOT’s state space. In this
way, the MGT posterior is peaked around group configurations formed by trusted
individual estimates. In practice, our framework allows to: i) track multiple groups;
ii) deal with intra- and iii) inter-group occlusions in a 3D calibrated context. The
latter two conditions have never been taken into account jointly, and define a brand
new operating context, where we put a solid possible solution. Synthetic and real
experiments validate our approach and encourage further developments for Co-PF.

The rest of the Section is organized as follows. In Sec.4.1, the collaborative par-
ticle filter framework is described and related experiments are presented in Sec.4.2.

4.1 Collaborative Particle Filter

The framework we analyze is sketched in Fig. 11(a): the MOT tracks the individuals
in the scene, whereas the MGT tracks groups of individuals. Both the processes
share the same observations, {zt}, and this highlights our key intuition: the two
processes evaluate the scene under two different points of view.

xt−1 xt

Xt−1 Xt

zt−1 zt

MOT

MGT

Collaboration

(a) Co-PF

Σ g

µg

hg
i

ig

(b) Rendering function

Fig. 11 Collaborative PF idea and group rendering.

The MOT process is modeled by HJS filter [35] (Sec. 2.1). Each individual state
is modeled as an elliptical shape on the ground plane, i.e., xk = 〈µk,Σ k〉, where µk is
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the position of the individual on the ground plane3, Σ k is a covariance that measures
the occupancy of the body projected on the ground plane (see [35] for more details).

The MGT process customizes the HJS filter for dealing with groups, and incor-
porates a fusion component, accepting information from the MOT. We denote the
gth group as Xg = 〈µg,Σ g〉, where µg is the 2D position on the floor of the centroid
of the gth group and Σ g is the covariance matrix that approximates the projection of
its shape on the floor. The choice of an ellipse for modeling the floor projection of a
group is motivated from a sociological point of view, exploiting proxemics notions
that describe a group as a compact closed entity [22]. The posterior of the MGT of
the g-th group follows the Bayesian recipe (Eq. 1), so that

p(Xg
t |z1:t) ∝ p(zt |Xg

t )
∫

p(Xg
t |X

g
t−1) p(Xg

t−1|z1:t−1)dXg
t−1. (8)

The dynamical model p(Xg
t |X

g
t−1) is derived as in Eq. 2, where the joint dy-

namical model p(Xt |Xt−1)≈ p(Xt)∏g q(Xg
t |X

g
t−1) has Xt = {X1

t ,X
2
t , . . . ,X

G
t }, with

G the number of groups in the scene. In this case, the function q(Xg
t |X

g
t−1) is

modeled by considering the nature of Xg
t = 〈µg,Σ g〉. For the centroid µg, we as-

sume a linear motion, perturbed by white noise with parameter σµ . The dynam-
ics of the covariance matrix Σ g is defined by a perturbation of its principal axes,
i.e., by varying its eigenvalues {λi}i=1,2 and eigenvectors {vi}i=1,2. In particu-
lar, we rotate the principal axes by an angle θ , by modifying the eigenvectors:
V ′ = [R(N (θ ,σθ ))v1, R(N (θ ,σθ ))v2] and then, we vary the amplitude of the
principal axes by modifying the eigenvalues as follows:

Λ
′ =

[
N (λ1,σλ ) 0

0 N (λ2,σλ )

]
(9)

where R(·) is a rotation matrix and σθ and σλ are user-defined noise variance
values. The matrixes V ′ and Λ ′ are then used to recompose the new hypothesis
Σ ′ = V ′Λ ′V ′T , that will represent a new perturbed elliptical shape. The dynamics
prior p(Xg

t ) implements an exclusion principle using Markov Random Fields [35]
that cancels out inconsistent hypothesis (e.g., individuals in the same location).

The (single) observation model p(zt |Xg
t ) is derived from Eq.3, where we have

p(zt |Xt) as joint observation model. In order to easily evaluate an observation zt ,
we employ a rendering function that maps a state in a convenient feature space4.
The idea is depicted in Fig. 11(b): when a new group is detected at time t in the
scene, its centroid µg and occupancy area Σ g are robustly estimated, forming the
initial state Xg

t . The rendering function builds a volume of height 1.80m upon the
area Σ g, in order to surround the people of the group. From this volume, the projec-
tion ig (namely, the model of Xg

t ) on the image plane is evaluated, and finally, the
histogram hg

i is computed. This function permits to estimate novel state hypothe-
ses X ′gt : given its components 〈µ ′g,Σ ′g〉, the rendering function takes the model ig

3 Please note that the ground plane position is inferred employing the calibration of the camera.
4 This is analogue to what was done in [35] for the single individuals.
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deforming it opportunely (by a re-scaling, considering the µ ′g, and by a shearing,
taking into account the deformation resulted by the perturbation of the covariance
matrix Σ ′g). This brings to a novel h′gi , which is compared with the observation es-
timated directly from the scene by the rendering function applied to 〈µ ′g,Σ ′g〉. We
use the Bhattacharyya distance as similarity measurement.

The joint observation model p(zt |Xt) mirrors what part of the group Xg
t is visible

(not occluded) by taking into account the remaining groups X¬g
t . This encodes at

the same time the advantages and limitations of the observation model. Actually,
we assume a group as a rigid solid shape (the model ig), and this permits to model
inter-group occlusions, but it does not model intra-group occlusions (i.e., persons of
a group that mutually occlude each other). This leads to tracking applications where
a strong intra-group occlusion causes the loss of that group.

Co-PF solves this problem, and permits a very fine estimation of the whereabouts
of a scene, making the group tracking very robust. It basically injects the information
collected by the MOT into the MGT. Considering the filtering expression in Eq. 8,
the fusion occurs on the posterior at time t−1:

p(Xg
t−1|z1:t−1) ∝

∫
p(Xg

t−1|xt−1,z1:t−1) p(xt−1|z1:t−1)dxt−1 (10)

The first term of Eq. 10 is the core of our approach as it revises the group posterior
distribution at time t − 1, also considering the states of the single individuals. In
this way, the second term (the posterior at time t− 1 of the MOT process) may be
considered as a weight that mirrors the reliability of the individual states.

A convenient way to model distributions conditioned on multiple events is that of
the Mixed-memory Markov Process (MMP) [62], that decomposes a structured con-
ditioned distribution as a convex combination of pairwise conditioned distributions.
This leads to:

p(Xg
t−1|xt−1,z1:t−1)≈ α1 p(Xg

t−1|xt−1)+α2 p(Xg
t−1|z1:t−1), (11)

where α1,α2 > 0 and α1 +α2 = 1. We can now rewrite Eq. 10 as:

p(Xg
t−1|z1:t−1) ≈ α1

∫
p(xt−1|z1:t−1) p(Xg

t−1|xt−1)dxt−1+ (12)

α2 p(Xg
t−1|z1:t−1)

∫
p(xt−1|z1:t−1)dxt−1︸ ︷︷ ︸

=1

. (13)

At this point, it is easy to realize that p(Xg
t−1|z1:t−1) becomes a combination

of the natural group posterior and a marginalization of the linking probability
p(Xg

t−1|xt−1), that relates a group to individuals, weighted by the MOT posterior.
In other words, the group posterior is revisited by injecting in a principled way
the information on the single targets (the MOT posterior), conveyed selectively by
p(Xg

t−1|xt−1). An example will demonstrate the advantage of this formulation.
The linking probability p(Xg

t−1|xt−1) is factorized as an MMP as follows:
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p(Xg
t−1|xt−1)≈

K

∑
k=1

p(Xg
t−1|x

k
t−1)β

k,g (14)

∝

K

∑
k=1

p(xk
t−1|X

g
t−1) p(Xg

t−1)β
k,g (15)

where β k,g > 0 ∀k,g and ∑k β k,g = 1. Each term of the sum in Eq. 14 represents the
posterior probability that the gth group Xg

t−1 contains the kth target xk
t−1.

In Eq. 15, the posterior is modeled employing the Bayes rule, where p(xk
t−1|X

g
t−1)

defines the linking likelihood that each single individual state xk
t−1 is a subpart of

Xg
t−1. Hence, we define a probability model based on three components: 1) appear-

ance similarity, 2) dynamics consistency, and 3) group membership. The appear-
ance similarity is encoded by the Bhattacharyya distance between the HSV his-
tograms of the two entities: dHSV(X

g
t−1,x

k
t−1). The dynamics consistency rewards

the person state whose motion component is similar to that of the group. In prac-
tice, we check the 2D displacement on the floor by calculating ddir(X

g
t−1,x

k
t−1) =

|1− |dir(Xg
t−1)− dir(xk

t−1)|/π|, where dir(·) gives the direction (an angle) of the
person or group. Finally, the group membership evaluates the spatial proximity of
the person state and of the group state:

dmbr(X
g
t−1,x

k
t−1) =

{
1 if xk

t−1 ∈ Xg
t−1

0 otherwise
(16)

where the membership operator ∈ controls if the kth person position is inside
the gth group ellipse. Therefore, p(xk

t−1|X
g
t−1) = dHSV(X

g
t−1,x

k
t−1) ·ddir(X

g
t−1,x

k
t−1) ·

dmbr(X
g
t−1,x

k
t−1). The coefficients β k,g express a linking preference that an object

belongs to a group, and are left here as uniform, i.e., β k,g = 1/G.
Finally, the prior p(Xg

t−1) discards the biggest and the smallest group hypotheses,
rejecting the particles in which the size of the group is below a threshold τb or above
a threshold τa.

An example that explains the strength of our formulation can be represented by
an intra-group occlusion in the gth group at time t−1, which is very common due
to the dynamical nature of a group of moving people. Let xk

t−1 a target of the group
Xg

t−1 that vanishes as occluded by the remaining individuals of that group. The group
posterior p(Xg

t−1|z1:t−1) will not be very high, for the limits of the visual, rigid, group
representation. However, the MOT process, dealing with single objects and manag-
ing their occlusions, will “understand” the fact that xk

t−1 is occluded, producing a
high p(xk

t−1|z1:t−1). This probability value will flow through p(Xg
t−1|xt−1), which is

high because, even if occluded, the position and the velocity of xk
t−1 are correctly

estimated by the MOT process, and will give a high linking likelihood. This will
reinforce the final estimation of the hybrid posterior for Xg

t−1, thus permitting to
estimate the subsequent group sample set in a more correct way.



Analyzing Groups: a Social Signaling Perspective 23

4.2 Experimental Results

Our approach has been evaluated on synthetic data and publicly available datasets
(PETS 20065 and PETS 20096). We carried out a comparative analysis with respect
to the MGT (without the proposed collaboration stage), highlighting that Co-PF is
more able to deal with intra- and inter-group occlusion. Other approaches have not
been taken into account because of the lack of: 1) on-line available code for any of
the approaches in the state of the art 2) a shared, labelled, dataset.
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Fig. 12 Statistics on the synthetic test set.

The simulations on the synthetic test set are carried out in order to build statistics
on ground-truthed sequences. The test set is built to emulate the scenarios in PETS
dataset by using the same background and the same calibration data. Each sequence
contains static images of people walking in the environment and forming groups. We
artificially create a set of 26 sequences (13 for each dataset), choosing two different
points of view in order to deal with variably scaled people: the first camera is closed
to the people, while the second one is far. The number of people and the number
of groups vary in different sequences from 3 to 20 and from 1 to 5, respectively.
The number of person in a group varies from 2 to 6. The parameters are set as
follows: σµ = 0.05, σλ = 0.05, σθ = π/40, 256 bin are used for the HSV histogram,
α1 = α2 = 0.5, τb = 0.5, τa = 2.5.

A comparison has been done between the Co-PF with N = 50 and Ng = 50 (the
number of particles for each group) and MGT with N′g ≈ Ng+N · K2

G2·C , where C = 5
has been empirically chosen, K and G are the number of people and groups, re-
spectively. In this way, the computational burden of the two methods is similar. To
evaluate the performance on the synthetic test set, we adopt the follow measures:
Average Tracking Accuracy (ATA), Multiple Object Tracking Accuracy (MOTA),
Multiple Object Tracking Precision (MOTP), False Positive (FP), Multiple Objects

5 http://www.cvg.rdg.ac.uk/PETS2006/
6 http://www.cvg.rdg.ac.uk/PETS2009/
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Fig. 13 Comparison of MGT (first and third column) and Co-PF (second and fourth column)
on PETS 2006 and PETS 2009. The second row compares the PF uncertainty [42] in the two
experiments.

(MO), False Negative (FN), Tracking Success Rate (TSR) and so on (further details
in [29, 68]). For each measure, a boxplot representation is given [29], where the box
is defined by the 1st quartile, median, and the 3rd quartile; the extremities outside
the box are the smallest and largest value, and the ”+” is the mean value. The com-
parison (Fig. 12(a) and Fig. 12(b)) shows that in the PETS2006 synthetic dataset our
Co-PF strongly outperforms the MGT in terms of all the measures. Even though the
PETS2009 sequences are slightly harder, Co-PF often succeeds where MGT fails,
yielding to higher performances.
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Moreover, we perform the test on portions of the PETS datasets, using the same
settings. We consider sequences where the groups were not subjected to splits or
merges, in order to stress the capability of tracking group entities with intra- and
inter-group occlusions. Initialization of groups has been done by fitting the µg and
Σ g to the projections of the individuals new entries on the ground plane. If lost, a
group is manually reinitialized. Note that group split and merge is not modeled in
this probabilistic framework. It is an hard problem that has to be handled as future
work. We show here two representative examples. In real scenarios, MGT is not
able to deal completely with the intra- and inter-group dynamics (Fig. 13(a)). On
the other hand, Co-PF exploits the MOT results, enriching the posterior knowledge
given by the MGT (Fig. 13(b)).

To give further support to our Co-PF, we evaluate the uncertainty of the particle
filters [42]. Fig. 13(c) depicts that the MGT uncertainty is peaked when an intra- and
inter-group occlusion occurs. After the occlusion the uncertainty is high because the
track is erroneously lost (two tracks on a single group). Fig. 13(d) shows a similar
behavior of Fig. 13(c), highlighting that the MGT looses the tracks several times.

5 Human-Environment Interactions: Interest Maps

The contribution of this Section is a visualization application of the SFV-based
framework (see Sec. 2.3), called the Interest Map, published in [16]. Since the part
of a scene that intersects the SVF is the area observed by the SVF owner, we collect
this information for each subject, over a given time interval. This permits to infer
which are the parts of the scene that are more observed, thus, where human attention
is more plausibly focused. The gathered information is visualized as a suitable color
map, in which “hot” colors represent the areas more frequently observed, and the
opposite for the “cold” areas. This kind of inference is highly informative at least for
two reasons. The first one is diagnostics, in the sense that it gives us the possibility
to observe which are the areas of a scene that arouse more attention by the people.
The other one is prognostics, since it enables us to devise the parts of the scene that
are naturally more observed, because for example they are the natural front of view
in a narrow transit area, or for other reasons that this method cannot guess (the in-
terest map only highlights the tangible effects). In a museum, for example, one may
be interested in understanding which artworks receive more attention, or in a market
which areas attract more the customers. In a prognostic sense, it may be useful for
marketing purposes, such as for example decide where to hang an advertisement.

Section 5.1 describes how a 3D map of the monitored environment is created.
Since an accurate head pose estimation is not always possible, for example, because
of low resolution, an alternative way to describe the pose is the motion orientation of
a person (described in Section 5.2). The interest map generation process is presented
in Section 5.3, and experiments, reported in Section 5.4, show qualitative results of
the interest map given the monitored environment.
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5.1 3D Map Estimation

Let’s suppose that the camera monitoring the area is fully calibrated, i.e., both in-
ternal parameters and camera position and orientation are known. For convenience,
the world reference system is fixed on the ground floor, with the z-axis pointing
upwards. This permits to obtain the 3D coordinates of a point in the image if the el-
evation from the ground floor is known. In fact, if P is the camera projection matrix
and M = (Mx,My,Mz) the coordinates of a 3D point, the projection of M through P
is given by two equations:

u =
pT

1 M
pT

3 M
, v =

pT
2 M

pT
3 M

, with P=

pT
1

pT
2

pT
3

 . (17)

(u,v) are the coordinates of the image point. Thus, knowing (u,v) and Mz it is pos-
sible to estimate the position of M in the 3D space.

Therefore, a rough reconstruction of the area, made up of the principal planes
present in the scene, can be carried out (see an example in Figure 14). These planes
represent the areas of the scene that are interesting to analyze, and the Interest Map
will possibly be estimated on them only. Nevertheless, in principle, a more detailed
3D map can be considered, which can be obtained in two ways: first, a manual mod-
eling of the scenario through Computer-Aided Design technologies, and, second and
more interestingly, using Structure-from-Motion algorithms [70, 21, 7].

(a) (b)

Fig. 14 3D reconstruction of the area being monitored. (a) The 3D map of the principal planes.
The red cone represents the camera. (b) The planes are projected through the camera and superim-
posed on one image.
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5.2 Motion Orientation Estimation

The tracking algorithm of Sec. 2.1 provides the position of each person i present
in the scene at a certain moment t. When it is not possible to apply an head pose
estimation algorithm, a simpler pose estimation method is required. In this case, the
motion vector can provide the orientation θi,t where people are watching. This is
a reasonable assumption in a dynamic scenario, because when people walk, they
usually look at the direction where they are suppose to go, and therefore they tend
to keep the head lined up with the body most of the time. We calculate the angle
between the motion direction, given by the tracker, and the camera orientation, us-
ing the camera calibration parameters. Therefore, this approach can be seen as an
alternative, yet simpler solution to the method proposed in Sec. 2.2, that could be
useful in specific cases. Moreover, the two approaches could be fused in order to
rule out the disadvantages and for making the pose estimation more robust when
dealing with both static and moving people.

5.3 Interest Map Generation

Once we have estimated the ground floor position and orientation of each individual
(xi,t ,yi,t ,θi,t), we instantiate a SVF for each person. The SVF Di,t represents the
portion of 3D space seen by the i-th subject and it is constrained to the main planes
of the scene described in Sec. 5.1. A full volumetric reasoning could be considered
too, but this would capture other kinds of information, such as people interactions.

Each SVF Di,t at current time is projected on each scene plane. This is equivalent
to estimate the vertices of Di,t lying on each plane, project these vertices onto the
image and select those pixels that lie inside the convex hull of the projected vertices.
In this way, the selected pixels represent the projection of each SVF in the image
plane. Two examples of the projected SVF are shown in Figure 15. The projections
of the SVFs of all the subjects present at the current time-step are then accumu-
lated in a instantaneous map Mt (2D matrix of the same size of the camera frames).
We define the interest map as the accumulation over time of these instantaneous
maps, i.e., IM = ∑

T
t=1 Mt . Note that the interest map IM can be computed also in

a time window (sum from T − τ to T , where τ is the size of time window) when
the sequences are very long, like in real scenarios. The contributions provided by
all tracked people in the sequence, or a set of sequences, are conveyed in the same
interest map. Using a similar procedure, a subjective interest map (one independent
map for each subject) could easily be computed, but here we restrict the analysis to
the interest map for all the subjects. Note that the values of the interest maps vary in
the range [0,K · τ] where K is the number of total tracks and τ is the chosen size of
the time window.
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Fig. 15 Two examples of projection of the SVF on the scene’s main planes. The 3D map permits
to suitably model the interactions of the SVF with the scene.

5.4 Experimental Results

We perform some tests over the publicly available PETS 2007 sequence sets7, aim-
ing at showing the expressiveness of our framework on widely known and used
datasets. Two sequences are taken into account for the experimental validation, both
belong to the S07 dataset depiciting an airport area monitoring. The first sequence
is captured by Camera 2, the second one is captured by Camera 4.

Fig. 16 Some frames of the sequence from camera 2. The bounding boxes highlight the tracking
results.

In Figure 16 we show the tracking results (bounding-boxes) of three frames of the
first considered sequence. Totally, 1 minute of activity has been monitored, tracking
continuously 5 people at a time in average. The resulting Interest Map is depicted in
Figure 17, superimposed as transparency mask to a frame of the video. The “hottest”
area is the one closest to the camera, in the direction of the stairs on the left. Indeed,
in the sequence, many people cross that area from right to left. Another interesting
area is at the end of the corridor, while the entrance on the left end has never been
watched. Finally, the other people detected throughout the sequence are on the right
end, going North.

For the second sequence, captured by Camera 4, 1 minute has been monitored,
tracking 4 people at a time in average. The SVF analysis produces the results shown
in Figure 18. In this case, the most seen areas of the parallelepiped (the 3D map)

7 http://www.cvg.rdg.ac.uk/PETS2007/
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(a) (b)

Fig. 17 (a) Interest Map for S07 sequence from camera 2 (“hot” colors represent the areas more
frequently observed, and the opposite for the “cold” areas). (b) The same Interest Map superim-
posed on one frame of the sequence.

are two (Fig. 18(b)-(c)). The left corner of the parallelepiped is “hot” because most
of the people go towards that region of the corridor. The second “hot” area is the
area in front of the camera, due to a person loitering there most of the time interval
considered. As a comparison we plot together (Fig. 18(d)) the tracking results. This
representation is less meaningful from the point of view of the analysis of the people
attention. Our information visualization technique is instead intuitive and it captures
in a very simple and richer way where people attention is focused.

6 Conclusions

This chapter presents a set of techniques for managing groups and group activities,
taking into account social psychology aspects that define the human’s acting. In this
way, we moved from the un-personal objective point of view of the video camera
capturing people as they were abstract entities, to a new perspective where a subjec-
tive viewpoint of the individuals is taken into account. In this scenario, the position
of a person is linked with the relative location (and orientation) he/she has with re-
spect to all the other subjects in the scene: actually, what is sensed by the single
persons helps more strongly in assessing what he/she is doing with respect to the
sterile point of view of a video camera mounted on a wall. This chapter is one of
the early example of how computer vision and social signaling may collaborate for
a new level of the video surveillance research.
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(a) (b)

(c) (d)

Fig. 18 (a) One frame of sequence S07 camera 4, with the tracking results. (b) The obtained
Interest Map (“hot” colors represent the areas more frequently observed, and the opposite for the
“cold” areas). (c) The same Interest Map superimposed on one frame. (d) The tracks of the 4 people
estimated throughout the sequence displayed in the same frame.
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